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Background of Big Data



Background of Big Data

Social media and networks
(all of us are generating data)

Mobile devices 
(tracking all objects all the time)

Sensor technology and 
networks
(measuring all kinds of data) 

Scientific instruments
(collecting all sorts of data) 



Big Data  V3/V4/V5

q Volume: Gigabyte (109), Terabyte (1012), Petabyte
(1015), Exabyte (1018), Zettabytes (1021)

q Variety: Structured, semi-structured, unstructured
q Velocity: Dynamic, sometimes time-varying

VERACITY

Data at Rest Data in Motion Data in Various 
Forms

Data with Low 
Value Density

Data in Doubt



Google Flu Trends



Data Fusion

Multi-source 
Heterogeneous 



Evaluation of Safety of HST

Pressure 
Vibration
Noise 
…



Malaysia Airlines MH370 Flight Incident



Granular Computing (GrC)



Granular computing (GrC), as an emerging computational and
mathematical theory which describes and processes uncertain,
vague, incomplete, and massive information, has been successfully
used in knowledge discovery. Following are several representative
GrC models.

Computing 
with words 

Rough set 
theory 

Quotient 
space theory Others …

Information granules/Granular construction Þ Knowledge representation/Pattern  
discovery/Cross-granular reasoning

Multi-granularity Pattern Discovery Multi-granularity Structure Association



It is very natural to employ granular computing techniques to explore Big Data.

Granular computing



What is GrC
qGrC = Problem solving based on different

levels of granularity (detail/abstraction)
q Level of granularity is essential to human problem 

solving

qGrC attempts to capture the basic principles
and methodologies used by human in
problem solving

[Yao, Information Science, 2012]



Example: Hierarchical Image Segment



A Hierarchical Compositional System for Rapid Object Detection

Able to learn #parts at each level

[Long Zhu, Alan L. Yuille, NIPS2005]

Deep Learning: An Implementation of GrC

High level

Low level



Deep Learning: An Implementation of GrC

pixels

edges

object parts
(combination 
of edges)

object models

Convolutional DBN on face images

High level

Low level
[Lee, et al, ICML2009]



GrC in Urban Sensing

Different granularities of partitions and data distributions
Shenggong Ji, Yu Zheng, Tianrui Li, Urban Sensing Based on Human Mobility. UbiComp 2016

A fine-grained 
partition

A coarse-grained
partition



GrC in Urban Sensing

Data balance considering many granularities of partitions
Shenggong Ji, Yu Zheng, Tianrui Li, Urban Sensing Based on Human Mobility. UbiComp 2016

Hierarchical 
Entropy



Universe: U={x1, x2, …, xn}

Attributes: C={a1, a2, …, am}

Decision: U/D={d1, d2, …, dk}

Information function: f(x, a)

Decision System

A decision system is composed of the universe, attribute sets,
decision and information function.



Rough Set Theory (RST)

U

Set Ｘ

U/R

R:  Subset of   
attributes

XR

XXR -

Upper Approximation

Lower Approximation

Concept

Knowledge



Calculation of Approximation for 
Big Data Analysis



Calculation of Approximation

• A key step in feature selection/attribute
reduction in big data

• A fundamental part in rough set-based
data analysis
– Similar to frequent pattern mining in

association rules



Our contributions
• A parallel method to compute rough set

approximations for big data
• A parallel matrix-based method for computing

approximations in incomplete information
systems

• A comparison of parallel large-scale
knowledge acquisition using rough set theory
on different MapReduce runtime systems



MapReduce

MapReduce: A programming model for processing big data.



Computing rough set equivalence classes based on MapReduce

A parallel method to compute approximations for big data

Junbo Zhang, Tianrui Li, Da Ruan, et al. A parallel method for computing rough set approximations. Information Sciences, 2012



Computing rough set approximations based on MapReduce

A parallel method to compute approximations for big data

Junbo Zhang, Tianrui Li, Da Ruan, et al. A parallel method for computing rough set approximations. Information Sciences, 2012



A parallel method to compute approximations for big data

Junbo Zhang, Tianrui Li, Da Ruan, et al. A parallel method for computing rough set approximations. Information Sciences, 2012

Ideal parallel algorithm demonstrates linear speedup: a system 
with p times the number of computers yields a speedup of p.
Scaleup is defined as the ability of a p-times larger system to 
perform a p-times larger job in the same execution time.
Sizeup measures how much longer it takes, when the size of data 
set is p-times larger than that of the original data set.



q A parallel matrix-based method for computing 
approximations in incomplete information systems (IIS)
q S1: A MapReduce-based parallel method to construct the relation 

matrix is designed for fast computing approximations
q A Sub-Merge operation is used

q S2: An incremental method is applied to the process of merging 
the relation matrices. 
q The relation matrix is updated in parallel and incrementally to 

efficiently accelerate the computational process.

q S3: A sparse matrix method is employed to optimize the proposed 
matrix-based method 
q To further improve the performance of the algorithm.

Junbo Zhang, Jian-Syuan Wong, Yi Pan, Tianrui Li, A parallel matrix-based method for computing approximations in
incomplete information systems. IEEE Transaction on Knowledge and Data Engineering, 2015



S1: A parallel strategy based on MapReduce. 
To reduce space complexity, we use byte arrays to storage the 
sub-relation matrices.

S2: The process of merging can be viewed as a process of 
adding attributes one by one (A typical incremental process).

S3: As the number of condition attributes increases, there are 
more and more zero entries in the relation matrix. 



Junbo Zhang, Jian-Syuan Wong, Yi Pan, Tianrui Li, A parallel matrix-based method for computing approximations in
incomplete information systems. IEEE Transaction on Knowledge and Data Engineering, 2015

S2 and S3 always have better performance than S1, and, in most 
cases, S3 outperforms S2. 



q A Comparison of Parallel Large-scale Knowledge 
Acquisition Using Rough Set Theory on Different 
MapReduce Runtime Systems
q We present parallel large-scale rough set based methods for 

knowledge acquisition using MapReduce. 
q Experimental results on Hadoop, Phoenix and Twister

q Computational time is mostly minimum in Twister while employing 
same cores; 

q Hadoop has the most excellent speedup in the larger data set; 
q Phoenix has the most excellent speedup in the smaller data set.

Junbo Zhang, Jian-Syuan Wong, Tianrui Li, Yi Pan, A Comparison of Parallel Large-scale Knowledge Acquisition Using Rough 
Set Theory on Different MapReduce Runtime Systems. International Journal of Approximate Reasoning, 2014



Computational time is minimum in Twister while employing same 
cores in most cases.



Phoenix has the most excellent speedup in the smaller data set.

Hadoop has the most excellent speedup in the larger data set. 



Data and Model Parallization

Based on RST and GrC for Big 

Data



Our contributions

• A unified parallel large-scale framework for computing
reduct (feature selection) is presented.

• Its corresponding three parallel methods are proposed,
e.g., model parallelism (MP), data parallelism (DP),
and model-data parallelism (MDP).

• A unified representation of feature evaluation functions
is presented.

• The divide-and-conquer methods for 4 representative
evaluation functions are shown.



• MapReduce-based and Spark-based Parallel Large-
scale Attribute Reduction (PLAR) algorithms are
designed.

• GrC theory is introduced for accelerating the process
of attribute reduction.

• By combining with MDP, Algorithm PLAR-MDP is
presented.

Our contributions



Parallellization Strategy
• Data and Model Parallization

Search
Strategy

B1

B2

Bk

Importance1

Importance2

Importancek

Evaluation 
Function

Evaluation 
Function

Evaluation 
Function

Selection 
according 

to the 
Criteria 

Multi Thread 
Parallellization

MapReduce
Parallellization



A Parallel Framework for Attribute Reduction



Divide-and-conquer methods

Reduct by PR
Importance of a



Divide-and-conquer methods
Method

Method

A unified representation



Parallel Large-scale Attribute Reduction based on Hadoop, Spark and MDP model



PLAR-Spark: Parallel Large-scale Attribute Reduction based on Spark



��

Speed up by Granulation

a1 a2 D
x1 0 0 1
x2 1 1 0
x3 1 1 0
x4 1 0 1
x5 1 0 1
x6 0 0 1
x7 1 0 1
x8 0 0 1
x9 1 1 1

a1 a2 D Num
G1 0 0 1 3
G2 1 1 0 2
G3 1 0 1 3
G4 1 1 1 1

Granulation

Granulation



PLAR-MDP: Parallel Large-scale Attribute Reduction based on MDP model

Model ParallelismModel Parallelism

Data

Parallelism

Model Parallelism



Parallel Large-scale Attribute Reduction based on Hadoop, Spark and MDP model



Degree of Model Parallelism N. of Iteration

Time

High-Dimension Data
Dataset Gisette

NoO 6000
NoF 5000

Experimental Results



Cores Cores

Dataset SDSS
NoO 320000 
NoF 5201

Astronomical big data
Experimental Results



The	presentThe	past The	future

iLgC: Incremental Learning Based
on Granular Computing for 

Evolving Data



Our contributions

• Dynamic maintenance of approximations
– Variation of the object set

• New patients’ records are added
– Variation of the attribute set

• New disease features become available
– Variation of attribute values

• The feature values may be revised



q Dynamic maintenance of approximations in 
set-valued information systems

Example---Variation of the attribute set

Junbo Zhang, Tianrui Li, et al, Rough sets based matrix approaches with dynamic attribute variation in set-valued information
systems, Int J of Approximate Reasoning, 2012



q Dynamic maintenance of approximations in 
set-valued information systems when adding 
an attribute set

Example---Variation of the attribute set

Junbo Zhang, Tianrui Li, et al, Rough sets based matrix approaches with dynamic attribute variation in set-valued information
systems, Int J of Approximate Reasoning, 2012



q Dynamic maintenance of approximations in 
set-valued information systems when deleting 
an attribute set

Example---Variation of the attribute set

Junbo Zhang, Tianrui Li, et al, Rough sets based matrix approaches with dynamic attribute variation in set-valued information
systems, Int J of Approximate Reasoning, 2012



Hongmei Chen, Tianrui Li, et al, A Rough-Set Based Incremental Approach for Updating Approximations under Dynamic
Maintenance Environments, IEEE Transaction on Knowledge and Data Engineering, 2013

Example---Variation of the object set



Example---Variation of the attributes’ values

o A rough set-based method for updating decision 
rules on attribute values’ coarsening and refining 
(AVCR)

Hongmei Chen, Tianrui Li, et al, A rough set-based method for updating decision rules on attribute values’ coarsening and
refining, IEEE Transaction on Knowledge and Data Engineering, 2014

o The definition of minimal discernibility attribute set is 
presented.

o Principles of updating decision rules in case of AVCR 
are discussed. 

o The rough set-based methods for updating decision 
rules in the inconsistent decision system are proposed.



Hongmei Chen, Tianrui Li, et al, A rough set-based method for updating decision rules on attribute values’ coarsening and
refining, IEEE Transaction on Knowledge and Data Engineering, 2014



Heterogeneous Data Fusion 

under Composite Rough Sets



Our contributions
q Composite rough sets are proposed to deal with

attributes of multiple different types in information
systems for data fusion

q A matrix-based incremental method is presented for
fast updating the approximations

q A parallel method for computing approximations is
designed based on matrix, and implements it on
Multi-GPU



Composite rough sets

q There may be attributes of multiple different types in 
information systems in real-life applications. 

q Such information systems are called as composite 
information systems. 

Junbo Zhang, Tianrui Li, Hongmei Chen: Composite rough sets for dynamic data mining. Information Science, 2014



Composite rough sets

q A composite relation is proposed to process attributes 
of multiple different types simultaneously in composite 
information systems. 

Junbo Zhang, Tianrui Li, Hongmei Chen: Composite rough sets for dynamic data mining. Information Science, 2014



Composite rough sets

q An extended rough set model, called as composite 
rough sets, is presented.

Junbo Zhang, Tianrui Li, Hongmei Chen: Composite rough sets for dynamic data mining. Information Science, 2014



Composite rough sets

q To adapt to the dynamic variation of the composite 
information system

q A matrix-based incremental method is presented for fast 
updating the approximations when many objects enter 
into or get out of the composite information system. 

Junbo Zhang, Tianrui Li, Hongmei Chen: Composite rough sets for dynamic data mining. Information Science, 2014

Characteristic function

Relation matrix

Induced diagonal matrix

Basic vector



Composite rough sets

Junbo Zhang, Tianrui Li, Hongmei Chen: Composite rough sets for dynamic data mining. Information Science, 2014





Matrix representation of approximations

refers to

refers to

Junbo Zhang, Yun Zhu, Yi Pan, Tianrui Li: Efficient Parallel Boolean Matrix Based Algorithms for Computing Composite Rough
Set Approximations. Information Science, 2016



Algorithm and Complexity Analysis

Time complexity

Space complexity Since m<<n

and

Junbo Zhang, Yun Zhu, Yi Pan, Tianrui Li: Efficient Parallel Boolean Matrix Based Algorithms for Computing Composite Rough
Set Approximations. Information Science, 2016



Batch Algorithm

Junbo Zhang, Yun Zhu, Yi Pan, Tianrui Li: Efficient Parallel Boolean Matrix Based Algorithms for Computing Composite Rough
Set Approximations. Information Science, 2016



Batch Algorithm

Time complexity

Space complexity

Junbo Zhang, Yun Zhu, Yi Pan, Tianrui Li: Efficient Parallel Boolean Matrix Based Algorithms for Computing Composite Rough
Set Approximations. Information Science, 2016



Bottleneck of Computation

Junbo Zhang, Yun Zhu, Yi Pan, Tianrui Li: Efficient Parallel Boolean Matrix Based Algorithms for Computing Composite Rough
Set Approximations. Information Science, 2016



Speed up by GPU

Host (CPU)

Kernel
0

Kernel
1

Device (GPU)

Grid 0

Block
(0, 0)

Block
(1, 0)

Block
(2, 0)

Block
(0, 1)

Block
(1, 1)

Block
(2, 1)

Grid 1

Block (1, 1)

Thread
(0, 1)

Thread
(1, 1)

Thread
(2, 1)

Thread
(3, 1)

Thread
(4, 1)

Thread
(0, 2)

Thread
(1, 2)

Thread
(2, 2)

Thread
(3, 2)

Thread
(4, 2)

Thread
(0, 0)

Thread
(1, 0)

Thread
(2, 0)

Thread
(3, 0)

Thread
(4, 0)

Time complexity

GPU Program Model

Time complexity
Multi-GPU

Junbo Zhang, Yun Zhu, Yi Pan, Tianrui Li: Efficient Parallel Boolean Matrix Based Algorithms for Computing Composite Rough
Set Approximations. Information Science, 2016



Batch 
Algorithm

Experimental Results



Experimental Results

Average running time CPU and four kinds of GPUs with different datasets.
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Uncertainty Information 

Processing under Three-way 

Decisions in GrC



Our contributions

• Dynamic maintenance of three-way decision
rules

• Incremental three-way decisions with
incomplete information

• Three-way decisions in dynamic decision-
theoretic rough sets



Veracity of Big Data
qVeracity of Big Data refers to the biases, noise 

and abnormality in data 
q Is the data that is being stored, and mined meaningful 

to the problem being analyzed? 

qVeracity deals with uncertain or imprecise data
q Understanding the uncertainty in the data



Dynamic Maintenance of Three-Way 
Decision Rules

q The basic idea of TWD is to classify a set of objects into
three regions, where three-way decision rules can be
derived directly.

q As the data changed continuously, the three regions of a
decision will be changed inevitably, while the induced
three-way decision rules can be changed avoidably.

q The dynamic maintenance principles of three-way
decision rules with incremental object are investigated.

Chuan Luo, Tianrui Li, Hongmei Chen: Dynamic Maintenance of Three-Way Decision Rules. RSKT 2014



Dynamic Maintenance of Three-Way 
Decision Rules



Knowledge Discovery under 

RST and GrC



Our contributions

• An updated KDD process model is
presented

• iRoughSet: Incremental learning based
on rough set theory

• RSHadoop: A rough set toolkit for
massive data analysis on Hadoop



Data

Data Collection

Target Data

Selection

Preprocessed 
Data

Preprocessing

Transformed 
Data

Patterns

Data Mining

Knowledge

Interpretation/
Evaluation

Transformation

An updated process model of KDD (Li and Ruan, 2007)

An updated KDD process model

Tianrui Li, Da Ruan, An extended process model of knowledge discovery in database, J. of Enter Inform Management, 2007

Data Collection



An updated KDD process model

Tianrui Li, Da Ruan, An extended process model of knowledge discovery in database, J. of Enter Inform Management, 2007

q It incorporates data collection in the KDD 
process to provide a framework to support 
KDD applications better
q Data collection directly affects mining results
q Mining results may improve data collection



复合型

复合

类别型 数值型 集值型 不完备

经典 邻域 相容
相容/相似/
特性

不同粒层次之间

转换的数学关系

不同信息粒度之

间的变换机理

知识增量更新

的理论与方法

基于粒计算的动态知识发现理论分析

基于云计算的并行处理技术

基于MapReduce
的并行技术

基于GPU多核
的并行技术

基于云计算的增量式学习方法

二元关系

粗糙集
模型

数据
类型

动态
更新

海量

海量
动态更新

iLgC: Incremental
Learning Based on 

Granular Computing

Composite Rough Sets

Incremental Learning Based on 
Granular Computing

Parallel Algorithms 
Based on Cloud 
Computing (CC)

Incremental Learning by GrC and CC

To deal with complex data and data fusion

Complex Data

Dynamic Data

Big Data

Dynamic Big Data



q iRoughSet: Incremental learning based on rough set 
theory

q http://sist.swjtu.edu.cn:8080/ccit/project/iroughset.html

q RSHadoop: A rough set toolkit for massive data 
analysis on Hadoop
q It is designed large-scale knowledge discovery based on 

rough set theory 

q http://sist.swjtu.edu.cn:8080/ccit/project/rshadoop.html

iLgC: Incremental
Learning Based on 

Granular Computing



Our Solutions--PICKT

VERACITY

Data at Rest Data in Motion Data in Various 
Forms

Data with Low 
Value Density

Data in Doubt

Parallel/Cloud 
Computing

Incremental 
Learning

Composite 
Rough Set 

Models

Knowledge 
Discovery

Three-Way 
Decisions

Tianrui Li, Chuan Luo, Hongmei Chen, Junbo Zhang: PICKT: A Solution for Big Data Analysis. RSKT 2015
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